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II. INTRODUCTION 

The expansion card also known as adapter card, expansion 
board or accessory card is a printed circuit board (PCB) that 

can be inserted into an expansion slot on a compute 

rmotherboard. It boosts up the performance of the computer 

and increases functionality using expansion bus. It is a bus 

which transfers data or information between the internal 

hardware of a computer including the CPU and RAM and 

external peripheral devices.  

The most advance and common type of expansion slot being 

used these days is PCI Express (PCIe). PCI Express (PCIe) is 

a point-to-point (PnP) connection, i.e., it connects only two 

devices at a time; and no other device can share this 

connection during this time. On a motherboard which has 

standard PCI slots, all PCI devices and peripherals are 

connected to the PCI bus and they share the same data path, so 

performance may decrease because it may happen that more 
than one device wants to transmit or to receive data at the 

same time. A motherboard which has PCI Express slots, each 

PCIe slot is connected to the motherboard processor using a 

dedicated lane, not sharing its lane or data path with other 

PCIe slots. Also, devices or peripherals integrated on the 

motherboard, such as SATA, network and USB controllers, 

are usually connected to the motherboard processor using 

dedicated PCIe connections.  

The PCI Express or simply PCIe connection is based on the 

concept of a “Lane,” which is a single-bit (1 bit), full-duplex, 

high speed serial communication. Lanes can be grouped 

together to increase bandwidth in order to increase the system 

speed. Let’s take an example, when two different devices are 

using four lanes for their connection, it will be considered as 

an “x4” connection and it will be able to achieve four times 
(x4) more bandwidth than a single connection (x1), i.e., a 

single lane. In Figure 1, we have illustrated two devices that 

are connected using two lanes, i.e., an ‘x2’ connection. 

Although any number from one to 32 lanes can be grouped, 

the most common numbers are x4, x8, and x16. 

 

Fig.1 PCI Express x2 connection 

III. INTRODUCED ARCHITECTURE 

The proposed architecture for PCIe of 64 bit is shown in the 

Figure 2. The major parts of the architecture are the CPU, 

CCU, peripherals devices such as keyboard, keypad, RS232, 

timer and DDR2 and transmitter which generates the data and 

receiver. MAC data process controller is used to control the 
flow of data in various peripheral devices.  

 

PCIe bus is used for interfacing between the devices. Direct 

Media Access (DMA) is used between DDR2 RAM and the 

bus for fast data transfer. Physical layer and PCIe bus 

communicate with each other i.e. transferring of data through 

the MAC-PHY interface present between them. Arithmetic 

and logic unit (ALU) is present in the Central Processing Unit 

(CPU). 

 

It performs many arithmetic and logical operation like 
addition, multiplication etc. It uses data from the memory and 

uses Accumulator to perform the involving calculations. 

Peripherals such as Keyboard, Keypad, RS232, Timer and 

DDR2 RAM are used in the system. Separate device addresses 

are specified for every peripheral. Only one device can have 
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the liberty to use PCIe bus at a time. This solves the problem 

of data congestion and increases the overall system speed.  

 

 

 
 

Fig.2 Proposed PCIe architecture 

 

2.1 CPU 

The first entity is the CPU which is responsible for all 

the arithmetic and logical calculations required for the data. A 
and B both are the 64 bits input lines, Device Address is of 3 

bits that is used to enable the CPU. PCI_in is used to enable 

the PCI Interface Module which is the upper block of the 

proposed architecture. Y and Z both are 64 bits output lines. 

Select (3 bits) is used for the selection of the different 

operations of the CPU such as addition, subtraction, AND 

operation, OR operation, NOT operation, NAND operation, 

NOR operation, XOR operation, Increment operation, 

Decrement operation, Pass operation, Zero operation, Shift-

left operation, Shift-right operation, multiplication and 

rotation operation. 
 

2.2 DDR2 RAM 

The DDR2 Ram consists of four register banks. Each bank has 

eight separate registers that can hold 64-bits at a time. It can 

store that much of data and can transmit it to the PCIe bus 

when it is enabled or the data is required. Direct Media Access 

(DMA) is used for the direct sharing of the data from the 

DDR2 Ram and PCIe bus without the involvement of the 
CPU. Due to this, the data that didn’t have to be modified 

need not to be sent to CPU and can be directly shared with 

PCIe bus. That saves time and computational power of the 

system. CCU controls the flow of data between the transmitter 

and the receiving unit by temporarily storing the data. 

 

2.3 KEYBOARD 

A matrix keyboard is designed for the purpose of a peripheral 

device. It has 16 alpha-numeric keys, 0 to 9 for numeric and A 

to F for alphabets. Rows and columns are connected to power 

supply along with the resistors. A switch is used for every key. 

When a key is pressed, one row and column is shorted, hence 

completing the circuit; and that key is displayed.  

 

 
2.4 KEYPAD      

For designing the 16-key keypad, the concept of DTMF is 

used. Every key is composed of two specific frequencies. 

When a specific key is pressed, it generates dual tones (one 

frequency is higher than other) and then the output of low 

frequency and high frequency is sent to the PCIe bus output. 

 

2.5 TIMER 

Timer is used to count for every clock pulse that for incoming 

data up to 64-bits. It is synchronized with the clock pulse and 

provides the real time associated with real time clock (RTC). 

 

2.6 DMA 

Direct Media Access (DMA) is used for the direct sharing of 

the data from the DDR2 Ram and PCIe bus without the 

involvement of the CPU. Due to this, the data that didn’t have 

to be modified need not to be sent to CPU. That saves time 

and computational power of the system. 

 

2.7 CCU 

MAC-PHY interface is controlled by the designed Central 

Control Unit (CCU) that controls the flow of the data between 

the transmitter and the receiver. 

 

2.8 RS232 

The RS232 utilizes many input signals such as ‘cts’, ‘rts’ etc. 

It receives data from the external input line and then re-
transmits the data into the PCIe output data line when the 

peripheral device is enabled. 

 

2.9 ARBITER LOGIC 

There are many different modules and peripherals designed 

that share the PCIe bus in sequential manner. This means that 

every peripheral device or module have the luxury to utilize 

the functions of the designed bus but only one at a time. No 
two peripheral devices or modules can use PCIe bus 

simultaneously. 

 

Hence every peripheral device is to be enabled or activated at 

a time which is using PCIe bus and others have to be in de-

activated mode. Due to this ability of the design, there is no 

problem of data congestion or interference between other 

device’s data and activated device can utilize whole 

bandwidth of the bus. 

 

For this reason, Arbiter logic is developed. Every peripheral 
device or module has given an input pin ‘Device_address’. It 

is a 3 bit input address pin. This pin is used to specify the 
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Arbiter address. Every peripheral device has provided its own 

different 3 bit Arbiter address. Table 1 shows the device in 

operation to the corresponding arbiter address. 

 

 

Table 1 Arbiter Logic 
 

 
 

2.10 PCIE BUS CONTROLLER 

Suppose the user doesn’t have the knowledge of the Arbiter 

logic or the addresses to use the desired peripheral device or 

module. How the user can activate and then de-activate the 

particular peripheral device without knowing its address. This 

is the reason behind designing PCIe bus controller. Even the 

user doesn’t know about the Arbiter address or 

‘Device_address’, the desired peripheral device can be 

activated automatically. 
 

For that, ‘Control_logic’ pin in the bus controller is to be set to 

‘1’ and the device address will be incremented by ‘001’ for 

every clock pulse or event. And hence, every module will be 

checked after every clock pulse. Figure 3 shows the entity of 

the bus controller. 

 

 
Fig. 3 Entity of PCIe Bus Controller 

 

IV. SIMULATION RESULT 

The top level RTL of the designed system is shown in the 

figure 4 and figure 5 shows the detailed RTL schematic 

diagram for the designed system.In figure4, inputs and outputs 

from every module are present along with the clock, ground 

and ‘Device_address’ pin. 3-bit input arbiter address can be 

seen in the RTL. 

 

Fig. 4 Top Level RTL of designed system 

 

Fig. 5 Detailed RTL schematic of designed system 
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Figure 6 shows the simulation result for the designed Keypad.. 

4567d is provided as the input data to ‘data5’ and ‘2’ is 

supposed to be pressed on the keypad which can be seen on 

‘freq_sel’ input pin. When the dive is enabled, ‘data6’ gets the 

data as output and corresponding frequencies can be viewed 

on ‘f_low’ and ‘f_high’ pins. 

 

Fig. 7 Simulation waveform of the Keypad 

Figure 7 shows the simulation result of the system. All the 

module inputs are given to their respective inputs. Arbiter 

address is set to ‘100’ i.e. Keypad is activated. This means 

only Keypad has lever age to use the PCIe functionality. All 

output results are as expected and hence, correct working is 

verified of the designed system. 

 

Fig. 7 Simulation waveform of the system 

V. Synthesis Report 

Device utilization summary on Virtex 4 xqr4vsx55-10cf1140 

FPGA device for the designed system is shown in the table 2. 

 

Table 2 Device Utilization Summary for PCIe system 

 

Table 3 Timing details  

 

Speed grade -10 
Minimum period:  5.320ns                                                                                                                                   
Maximum Frequency 187.964MHz                                                                                                                    
Minimum input arrival time 

before clock  
10.871ns                                                                                             

Maximum output required 

time after clock 
4.807ns                                                                                                

Maximum combinational 

path delay 
9.153ns                                                                                                     

Total memory usage is  346380 kilobytes 
 

 

VI. CONCLUSION 

 

The simulation results of the modules, sub-modules and the 
designed system are obtained using Xilinx ISE 14.3 design 

suite successfully. In device utilization report, number of slice 

flip flops are 2%, number of slices are 3%, number of 4 input 

LUTs are 3%, number of bonded IOBs are 177% and number 

of GCLKs are 15% for the Virtex 4 xqr4vsx55-10cf1140 

FPGA device. Minimum period is found to be 5.320ns, 

maximum frequency is 187.964MHz, and minimum input 

arrival time before clock is 10.871ns. Maximum output 

required time after clock is 4.807ns, maximum combinational 

path delay is 9.153ns and Total memory usage is found to be 

346380 kilobytes. In this system, PCIe data bus is of 64-bit 
and optimized parameters are obtained. 
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